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Predicting the Geo-Temporal Variations of Crime and Disorder

Forecasting the temporal geography of crime is a relatively new area of research, which is intended to facilitate the effective deployment of police resources. However, while often rich in spatial information, a database of crime incidents is usually sparse in terms of the number of crimes recorded for an area, often constraining the effectiveness of geo-temporal forecasting. Moreover, while traditional police boundaries provide a means by which the rate of crime can be measured they often fail to reflect the true distribution of criminal activity and thus do little to assist in the optimal allocation of police resources. Nonetheless, crime rates vary considerably between urban districts, and these disparities are often best explained by the variation in use over time of urban sites by differing populations. 

This paper introduces the first stage in the development of a computerised system designed to facilitate accurate crime incident forecasting by focusing upon areas of concern that may well transcend traditional policing boundaries. The paper focuses upon the development of a practical solution, for use in an operational policing environment, which ameliorates the deficiencies of these rigid boundaries and moves towards a more dynamic methodology.  The computerised procedure utilises a geographical crime incidence-scanning algorithm to identify clusters with relatively high levels of crime (hot-spots).  These clusters provide sufficient data for training neural networks capable of modelling trends within them.
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Introduction

The ability to efficiently generate simple maps that depict crime location and densities can be used to inform both police officers and policing strategies, therefore helping to maximise their potency. Thus, computerised mapping technologies are becoming a vital prerequisite to the visualisation of incident distributions and the production, and subsequent evaluation, of policing strategies. A recent report published by the Home Office (2000) has underlined the importance of geographic data for analysis and interpretation of crime at the local level. Moreover, national surveys have shown a strong upward trend in usage and positive attitude to computerised mapping tools within police forces of the US (see, Mamalian and LaVigne 1999), and the UK (see, Corcoran and Ware 2001).

One of the next steps in the enhancement of the crime mapping toolbox may lie in the development of predictive facilities, where extrapolations from past and current crime patterns are used to formulate projective estimates of where and when crime might ensue. The Chief Constable of Kent County Constabulary in the UK notes that “over the last few years, police activity has shifted its centre of balance away from the reactive investigation after events, towards targeting active criminals on the balance of intelligence” (see Phillips 2000).  Such prediction in criminological research has been established for a number of decades (see for example, Ohlin and Duncan (1949), Glueck (1960) and Francis (1971)), although its foundation within a GIS context is still in its infancy. Olligschlaeger (1997) provides an overview of existing forecasting techniques; concluding that the time, level of user interaction and the expertise that each demand is unrealistic for implementation in an operational policing environment. In addition, the inherent inflexibility and inability to dynamically adapt to change would compromise their viability in policing. 

A system that intelligently interrogates a constantly updated database of crime incidence, providing indicators of where and when crime is likely to be highest would be of great utility in real-time police resource allocation. Such a system that made use of crime incidence data coupled with geographical, seasonal, weather and socio-economical information could then be utilised to demonstrate causal relationships between such factors and criminal activity. 

Prediction requirements for the police have been classified into three main categories according to the period of time involved (Gorr et al. 2000): short-term (tactical deployment); medium-term (resource allocation); long-term (strategic planning). Prediction can help prevent crime in that it facilitates the optimal allocation of limited resources. However, Gorr et al. (2000) have shown that the predictive power of forecasting models is a product of the incidence count utilised and that these are generally low in relation to crime type, time and space, and subject to randomness. Therefore, predictive models relating to policing boundaries (figure 1 illustrates, using the CLAP interface, such boundaries for  a geographical area within the UK) for particular crime types are generally imprecise.
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Figure 1 Policing boundaries for the study area

This paper details a potential prediction framework for short-term, tactical deployment of police resources.   The objective here is the identification of areas with higher than average crime incidence from which predictive models can be produced. This work differs from other recent studies dealing with hot-spotting methods (Ratcliffe and McCullagh 1999) and with their statistical significance (Chainey and Reid 2002).  Whereas these papers employ hot-spotting techniques as a means  of visualising and comprehending crime distributions, here their utility is extended to use identified hot-spot regions as the foundation for predictive models. 

Neural Networks Models for Prediction

Simple statistical methods reveal that levels of crime vary considerably depending on the time of day, the day of the week (Van Koppen and Jansen 1999), prevailing weather conditions (Harries, Stadler et al. 1984; Anderson 1987) and a legion of other influencing factors, for example unemployment fluctuations (Falk 1952). What is less clear is the degree to which each contributing factor affects crime levels.  Neural networks offer one possible solution for determining the cause and effect relationship.

A neural network has been described as “humanity’s attempt to mimic the way the brain does things in order to harness its versatility and ability to infer and intuit from incomplete or confusing information” (Tazelaar,J.M. 1989).  More specifically, they can be used to learn complex relationships between cause and effect.

A neural network (Zurada 1992) is first ‘trained’ to identify the relationship between a series of input vectors and their corresponding output vector. Input vectors are repeatedly presented to the network one at a time, each element of the vector corresponding to a different neuron in the first layer of the network (see figure 2a). These inputs are then multiplied by a corresponding weight before being forwarded to every neuron in the next layer of the network. The forwarded values are multiplied by the weights associated with each neuron (see figure 2b) before being summed together with all the other values being sent simultaneously to that neuron.  The summed values (one per neuron in the layer) are then forwarded, usually via a transformation function, to the next layer of the network. The output from the final layer corresponds to the network’s calculation as to what the output vector should be. Initially all the weights in the network are set to random values and the network ‘learns’ by adjusting the weights in such a way as to reduce the difference between the network’s calculation of what the output vector should be and the actual value.

In the case of crime level forecasting, the input vectors and output vectors are a numerically coded representation of the suspected casual factors and the crime rate respectively. Figure 2 illustrates this, where the input vectors are of the form (Day, Time, Weather, Sports Event, School Holiday). A typical vector would be (Monday, 2:20 PM, wet and windy, league football, no) which needs to be coded to its numeric equivalent, for example, (1, 14.20, 1, 0, 0). In order to ‘train’ correctly there must be a relationship – albeit unknown - between those deemed to be causal factors and crime levels. Moreover, an extensive training set covering the whole spectrum of possible input and output vectors is required.
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(a)                                                                                          (b) 

Figure 2 (a) A  diagram of a neural network (b) A diagram of a neuron.

After training the neural network, it is then tested. Testing involves presenting the network with a series of input vectors for which the tester, but not the network, knows the corresponding crime levels. The answers given by the network as to what it determines to be the level of crime, given the presented input vector, can then be used by the tester to determine the robustness of the training process. If the robustness of the network is deemed sufficient, the network can be used in a truly predictive capacity. Here the network is presented with an input vector for which the output is not known and its answer is assumed reliable. If during testing, the robustness of the neural network is found to be below acceptable  limits then the topology of the network (that is the arrangement and number of nodes) and the coding of the input vectors needs to be re-examined.

The Crime Incident Data Set
The data that forms the basis of this study is comprised of 18498 violent incidents (violence against the person, criminal damage and disorder), spanning one year in an urban area measuring approximately 242,700,000m2. Given this, it can be said that, on average, one crime took place during the year per 13120m2, or approximately one crime per 65m radius. Included in the database of crime incidents are a number of variables relating to time, day, month, weather and location (x y co-ordinates).

Initial Attempts at Modelling
Initial attempts used policing boundaries  (figure 1) as a basis from which predictive models were constructed. For each region, point level data was aggregated to form training sets from which individual neural networks were trained.  However, only limited success was achieved, with only one region (the city centre) yielding enough data to permit accurate modelling.  In addition, the 18 areas for which the predictions were made tended not to reflect the underling crime distributions, thus limiting their applicability for resource allocation.  Such results prompted the development of CLAP (Crime Location Analysis Program) which moves away from the use of traditional boundary structures towards a dynamic boundary derivation methodology from which predictive models can be built.
Training Sets from Crime Clusters
For this analysis a similar technique to the GAM/1 geographical analysis machine developed by Openshaw (1987, 1988) was used, augmented to allow the clustering of centroids of high incidence. This four-stage process consists of: point density analysis; geographic representation and cluster analysis; allocation of centroids to clusters; and finally, relation of incidents to cluster boundaries.
Stage one, point density analysis

During this initial stage, an analysis of the crime data, based on the hypothesis that areas with crime incidence greater than the average are significant, is carried out. The algorithm that looks for areas of greater than average crime incidence is shown below and its results for the test data set are depicted in figure 3. 
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Figure 3 Centroids of higher than average crime incidence
ScanRadius is the radius of circle within which points will be counted.

StepSize is the distance that the centroid will be moved at each iteration.

StartX is the bottom left longitudinal start co-ordinate.

StartY is the bottom left latitudinal start co-ordinate.

EndX is the top right longitudinal end co-ordinate

EndY is the top right latitudinal end co-ordinate

the  Average number of crimes per area of circle
For X = StartX to EndX step StepSize (moves longitudinally across the map)


For Y = StartY to EndY step StepSize (moves latitudinally up the map)



Count the number of points within ScanRadius



If Count is greater than Average then 




Add co-ordinates to centroid list.



Endif


Next Y

Next X

Count is a function that iterates through the crime file, incrementing a counter each time one is found to be within ScanRadius of the centroid (X, Y co-ordinate), making use of Pythagoras:
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where CrimeX and CrimeY are the longitudinal and latitudinal co-ordinates of the crime incident. 

Stage two, geographic representation and cluster analysis

At this stage, a heuristic approach is taken to determine the level of crime incidence required for a cluster to be considered salient.  The heuristic rules utilised to make this determination are based on an assumption that most incidence of crime tends to be concentrated within relatively small geographic areas.

Given this, a scatter graph representation of the geographical data was utilised to heuristically increase both the density of centroids displayed and the radius of the area associated with that centroid. In other words, as the density of the centroids displayed increases, so too does the radius of influence associated with that centroid. Experimentation resulted in the radius of influence, or gravity, being set to density*20), where density is the count of crimes associated with the centroid during stage one of the analysis process. User interaction resulted in a centroid density of 40 being selected, resulting in the identification of seven clusters of interest (illustrated in figures 4 and 5). A list containing each of the salient centroids can now be produced.
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Figure 4 Clusters of high crime incidence
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Figure 5 Clusters of high crime incidence, displayed using the CLAP interface

Stage three, allocation of centroids to clusters

Next, the centroids which should be grouped together to form clusters are identified. The density and gravity parameters and the centroid list generated in stage two forms the basis for this iterative procedure, outlined below:

Enumerate each centroid and define each as being a potential cluster

While a cluster is growing


For each cluster


Attempt to Expand the cluster.


Next Cluster

Wend

Remove duplicate clusters from list.
Expand is a function that takes a cluster, in this case a list of centroids, which checks every other centroid to see if it Intersects with a member of the cluster. If a centroid is found that intersects with a member of the cluster that is not already a member of the cluster, it is added to the list. 

Intersects is a function that takes two centroids and a distance value (gravity defined in stage two), which returns true if the distance between their centres is less than sum of the radii, according to the following equation:
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where cn.x and cn.y are the central co-ordinates of each of the centroids. 

Stage four, relating incidents to cluster boundaries

Finally, each of the clusters is populated with data ready for training a series of neural networks (one per cluster). The algorithm utilised to perform the population is outlined below:


For each cluster



For each centroid within the cluster




For each crime





Add the crime to the cluster if the crime occurred within the centroid and 



the crime has not already been added and then add one to the count 



associated with this cluster.




Next Crime



Next Centroid



Add Output results to unique cluster list


Next Cluster

Equation (1) is again used to determine if a crime falls within the radius determined by the gravity value (800m). Each crime record contains a unique identifier, the cluster it belongs to, the weekday and prevailing weather conditions at the time crime was committed. In addition, each cluster record has a unique identifier, a list of its member centroids and a total crime count (shown in Table 1).

Cluster
Centroids
Crime Count

1
0, 4, 5, 6
1254

2
1, 2, 3
50

3
7, 8, 9, 10, 11, 12
954

4
13-109, 111-148, 165, 166
4097

5
110
161

6
149
228

7
150-164
2094


Total Clustered:
8838 


Total Violent Crime:
18498

Table 1 Crime incidence by cluster
Model construction using the clusters

As an example of the results obtained, two of the built neural network models are discussed here, focusing upon two clusters analysed according to incident rate, weekday and prevailing weather conditions, namely:

· Cluster 3, which relates to a residential area with very few owner occupiers, showed almost no general correlation between incident rate and weekday with the predicted crime falling within the range of 2 and 3 incidents per day (illustrated in figure 6). However, an increased tendency for violent crime towards weekends was noted, warranting a closer examination of other causal factors. No relationship was found between weather and rate of criminal activity.
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Figure 6 Average incidence of violent crime (Cluster 3)

· Cluster 4, which relates to a city centre, along with a concentrated collection of night clubs, public houses, public transport centre, and a sporting stadium, showed a higher incidence of crime at weekends (shown in figure 7), with peeks during times of known sporting events. Again, No relationship was found between weather and rate of criminal activity.


[image: image8.wmf]Cluster Four

0

10

20

30

40

Day

Inci

de

nce

Trend

11.7

9.31

9.02

9.85

11.65

12.08

14.68

Min

6

3

2

4

3

5

5

Max

24

18

19

19

20

23

30

Sun

Mon

Tue

Wed

Thu

Fri

Sat


Figure 7 Average incidence of violent crime (Cluster 4)

The neural networks trained using the clustered data were of the form descried earlier. The number of nodes in the middle layer was empirically optimised to three. While the results seem disappointing, they are as were expected given statistical analysis of the data. Moreover, they show that the methodology has the capacity to model the cause and effect relationship where one exists. Further experiments are now needed with an initial data set covering a longer period.   

Conclusions

This paper introduces the first stage (summarised in figure 8) in the development of a computerised system designed to facilitate accurate crime incident forecasting by focusing upon areas of concern that may well transcend traditional policing boundaries. The paper focuses upon the development of a practical solution, for use in an operational policing environment, which ameliorates the deficiencies of these rigid boundaries and moves towards a more dynamic methodology.  The computerised procedure utilises a geographical crime incidence scanning algorithm to identify clusters with relatively high levels of crime (hot-spots).  These clusters provide sufficient data for training neural networks capable of modelling trends within them.

[image: image9.png]Sl




Future developments will include the modelling to facilitate a more detailed scenario prediction based upon selected input criteria.  Thus, for example the impact upon the region of a hypothetical situation such as a major sporting event coupled with a public holiday and warm weather conditions could be evaluated.  

Figure 8 The CLAP process model
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