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Abstract
This paper investigates the links between space, place and crime with respect to criminal ecology and the geography of crime and uses the weights-of-evidence predictive model to determine the amount of influence that space and place has with the occurrence of residential break and enters in urban residential neighborhoods of Ottawa, Ontario. The first intended outcome of this work of research is to determine the validity of “known” leading indicators of residential break and enters, as culled from the body of literature in criminal ecology and environmental criminology. The second intended outcome was to determine the spatial threshold beyond which any of these indicators no longer carried any statistically significant influence to the occurrence of residential break and enters. Several “types of places” were identified in the literature and were put under examination, specifically: commercial land use, vacant land use or parkland, main thoroughfares, main intersections, pedestrian thoroughfares, and density of residential land use. Each threshold for each “type of place” is to be used in priming the weights-of-evidence model for use as a predictive tool. These “places” were associated to crime through the use of an ESRI ArcView 3.2 extension called “Weights-of-Evidence Extension” developed by Natural Resources Canada in conjunction with the U.S. Geologic Survey. The extension was primarily used to develop relationships between these “places” as input variables to the model and test them against training data, namely, points of known occurrences of residential break and enters. Using 1851 training points spread throughout the urban core of the city in conjunction with base layer data, the ArcView extension was able to model, statistically, the varying strength of the relationship between the occurrences and the spatial proximity to each of the input variables. The expectation was that beyond a certain point, each of the “types of places”, each input variable, would exert a diminishing amount of influence. The ArcView extension (and the model itself) provides a measure called contrast that was used to determine these thresholds. The point at which maximum contrast occurs is a reliable determinant of the threshold for each variable.   Thresholds for each input were determined as follows: commercial land use – 289m; vacant/parks  - 360m; main thoroughfares – 308m; main intersections – 98m; pedestrian thoroughfares – 684m; residential housing density – dependant on density class. 

The relationships between ecology and crime and their uses in the spatial prediction of crime

Based on readings of several academic studies examining the relationships between space, place and crime, there is no refuting that the body of knowledge that encompasses these entities has gained and continues to gain the attention of sociologists, criminologists and geographers alike. From Shaw and McKay’s seminal works on social disorganization to Brantingham and Brantingham’s groundbreaking work in environmental criminology, there exists a discrete trend that looks at how crime can be affected by the spaces and the places that it occurs in and how a particular space or place is linked to the occurrence of crime. It is this focus on space and place that makes the intersection of these subjects particularly tantalizing to the geographer. A geographer has both an implicit and explicit interest in why things exist or occur where they do. In looking at the occurrence of crime, we know that crime cannot occur without four important ingredients: a law that can be broken, a likely offender, a target and a place (Brantingham and Brantingham, 1981). The first three dimensions of crime have traditionally been the area of interest of most criminologists. The fourth dimension of place is where traditional criminology leaves off and environmental criminology starts. Traditional criminology has either focused on the law or the offender in the examination of crime. Environmental criminology moves from an offender centered form of analysis to an ecology-based form of analysis that studies criminal events (Brantingham and Brantingham, 1991). In investigating place and crime, there is an intrinsic link between a criminal’s actions, a target’s actions (or inactions) and the place where crime occurs. This brings into the fold the idea of “human ecology”: the “relationships between human beings and their environments, both physical and social” (Johnston et al., 1994). The  function of human ecology in the occurrence of crime is the focus of this paper. As such, this paper does not attempt to synthesize existing environmental criminology theory with geographic thought, nor does is generate any new knowledge within and between these fields. Rather, this paper attempts to link important factors that link place to crime given the notion that ecology plays a role in where crime occurs. Understanding the nature of these links is central to the effort in the prediction of crime, especially the spatial prediction of crime.  This paper looks to existing body of knowledge in the ecology and geography of crime, from Shaw and McKay to the Brantinghams, to uncover the most significant known factors that link place and crime. For the purposes of this paper, I will refer to these factors as “leading spatial indicators” of crime. The problem that this paper will address is whether, and to what degree, these leading spatial indicators can be used as inputs into a geographic information system (GIS) based, data-driven, predictive modeling framework called Weights-of-Evidence to spatially predict the occurrence of residential break and enters (burglaries) in the central urban core of Ottawa, Ontario.

1. Leading spatial indicators
In studying the literature of the ecology and geography of crime, it becomes quickly apparent that researchers such as Shaw and McKay, R.C. White, Felson, Rengert, the Brantinghams and a host of others felt that it was important to conduct qualitative and quantitative research on the links between human ecology and crime. From the seminal social disorganization studies of the 1920s and 1930s in Chicago to the research into environmental criminology in the 1970s and 1980s, the exists an obvious pattern that links, in varying ways and to varying degrees, crime and criminal activity to the uneven spatial distribution of socio-economic factors such as wealth, ethnicity, education and the uneven spatial distribution of natural and manufactured physical features such as land use and public services. It is from the literature in this particular intersection of criminology, sociology and ecology that I will attempt to draw out a number of important physical features that may play a role in the influencing the uneven spatial distribution of residential break and enters (B&Es) in the central core of the city of Ottawa. This takes the concept of a “leading indicator” of crime to the spatial level. Rather than simply ask what factors are specific precipitators of crime, a leading spatial indicator asks to what degree are certain spatially distributed physical features related to the occurrence of B&Es? For example, a “non-spatial” leading indicator of crime could be wealth – as in, lack of wealth could be highly correlated to the propensity to commit crime at the individual. Although this example is quite generalized, there are certainly more sublime examples. A leading spatial indicator would take into account the coincidence of specific crimes and the relationships that these crimes may have with many individual socio-economic and/or physical features of a landscape. A thorough scan of the literature in the ecology and geography of crime is rife with leading spatial indicators. For example, Shaw and McKay correlated the distance to Chicago’s urban commercial core to juvenile delinquency. They found that the closer a neighborhood was situated to the urban core, the greater the rate of juvenile delinquency (Shaw and McKay, 1969). Not only did they see this pattern in Chicago of the 1920s, but they also saw this pattern in Boston and Philadelphia in the same era. The degree of the relationships between crime and distance to urban core differed for each of the cities, but the overall pattern was consistent. The leading spatial indicator in these studies would have been the proximity of any discrete area to the central urban core. Another factor that was an important finding of Shaw and McKay was the proximity of neighborhoods to commercial land uses. Again, the closer a neighborhood was to commercial land use, greater was the rate of delinquency.  Although these studies observed the rates of delinquency (as in “where the delinquents were located”), it follows that, based on the Brantingham’s model of the occurrence of crime, where delinquents are, it is possible for crime to occur.   This study launched a multitude of similarly constructed quantitative studies that examined the patterns of crime and the uneven spatial distribution of many different features. Another set of particularly interesting studies looked at neighborhood structure in the areas of housing density (Hesseling, 1992) and neighborhood permeability (White, 1990).  Hesseling looked at, among other factors, property crime rates as they were related to housing density – density proves to be a compelling leading indicator based on the fact that high density housing provides more opportunities per unit area than does low density housing (Hesseling, 1990). It follows that if the opportunity rate is high, then the occurrence rate could be high if the targets are suitable and the offenders are present.  Hesseling cites works by Repetto (1974) and Sampson (1993) that found that crime rates are higher in areas with greater housing density. As such, we have determined another leading spatial indicator in the form of levels of housing density. Assuming the existence of suitable targets, Hesseling also shows that offenders are willing to travel (within cities) to areas where opportunity is greater (offender mobility) so that the offender doesn’t actually have to reside in area with suitable opportunity and suitable targets. 

Neighborhood permeability looks at how easily space is accessed from the outside by outsiders. Garland White’s (1990) and Beavon’s (1994) studies on neighborhood permeability, street structure and property crime rates provided significant context for this paper. The key factors that these researchers uncover in relationship to permeability are: 

i. how close a neighborhood is to a major thoroughfare (how easy it is to access that neighborhood) and 

ii. how street structure influences travel once inside a neighborhood (how easy it is to travel within that neighborhood). 

Proximity to major thoroughfares comes into play in how an offender (generally) manipulates his space – the more familiar an offender is with an area, the more likely he could be led to offend in that area.  The idea behind this is that main thoroughfares are generally more highly traveled and provide a significant amount of access to surrounding areas and this access has a strong, positive relationship to neighborhood permeability. Although this generalization is simple, the concept of routine activity and offender use of space is well documented by Felson (1998) and Rengert and Wasilchick (2000).  Thus, we uncover another leading spatial indicator. 

The 1994 work of Beavon, Brantingham and Brantingham also looks to the influence of street pattern on property offences. The internal street structure of a neighborhood is more intriguing in that the offender’s choice of a path through a neighborhood is likely influenced by perceived opportunities and perceived risks while scouting targets and these factor are quickly and subjectively balanced by the offender (Beavon, Brantingham and Brantingham, 1994; Rengert and Wasilchick, 2000).  Given the offender’s need to balance risk and opportunity, Beavon uncovers a relationship between the accessibility of a neighborhood and the rate of crime that neighborhood. The greater the number of turns at intersections, the more likely crime is to occur. Again, this concept can be used as another leading spatial indicator. Beavon, Brantingham and Brantingham also look at the inclusion of pedestrian thoroughfares in assessing accessibility of spaces for the purposes of committing property crime, a factor that is supported by Rengert and Wasilchick (2000). Yet another leading spatial indicator is uncovered here. 

To summarize, the following items are a number of factors or features that were determined to be suitable, meaningful and important physical leading spatial indicators based on the current state of knowledge. This paper will apply these leading spatial indicators to the occurrence of residential B&Es in Ottawa. 

· Proximity to commercial land use – based on Shaw and McKay (1969)

· Proximity to vacant land use and parkland  - based on Shaw and McKay (1969) and Rengert and Wasilchick (2000)

· Proximity to main thoroughfares – based on White (1990) and Beavon et al. (1994)

· Proximity to 4-node intersections (defined later) – based on Beavon et al. (1994)

· Proximity to pedestrian thoroughfares (urban trails) – based on Beavon et al. (1994)

· Land use type by housing density class – based on Hesseling (1992)

2. Spatial Prediction Models and an introduction to the Weights-of-Evidence Model

Bonham-Carter (1994), in his all-encompassing volume on spatial analysis in GIS has identified a number of methods of measuring, comparing and contrasting the spatial differentiation of spatially referenced information within a GIS. For the purposes of the remainder of this paper, I will refer to discrete pieces of spatially referenced information as “layers”, as does Bonham-Carter. These methods range from simple single map analysis that looks that the relationship that exist in a single layer (think “proximity” of one entity to another) to methods that employ sophisticated multiple map/mathematical modeling in fuzzy logic, neural networks and artificial intelligence. Each of these modeling techniques, when used in a GIS, has the ability to be populated with map layers as input variables. The operations that are carried out on them can be quite complex, but the ultimate output of any of these is some sort of map. If you think along the lines of the following equation, this is what multiple map modeling is all about:

Map 1 + Map 2 = Map 3 

Or, in a more graphical format:
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Figure 1.  Map Algebra
Of course, this is a simple example as other mathematical operators and functions can be used in all sorts of manners. Essentially, though, an output map is a function of some input maps operated on by some mathematical process. This is called “map algebra”. The strength of GIS in these operations is its particular ability to combine disparate spatial datasets for the purposes of analysis and prediction (Bonham-Carter, 1994). From the simple example illustrated above, it is obvious that a map, representing one layer, can have more than one class per layer. Think of a map layer representing soil cover in a given area – within the area, it is possible that there is more than one soil type – these different soil types are different classes within the soil layer in the given study area. Taking it one step further, say that within the same study area, there is a forest cover layer and this layer represents several different tree species. The tree species represent different classes within the forest cover layers. Consider now if a map overlay analysis was performed on the soil layer and the forest cover layer to examine the patterns of coincidence of various soil types and species types. It is apparent that we can determine that certain soil types can favor certain tree species. Even in this simple example, the power of multiple map analysis is evident. Weights-of-Evidence, while not as esoteric a model as fuzzy logic, neural networks or artificial intelligence when it comes to predictive mapping, does span the gap between these and the simple model illustrated in the map overlay analysis above and it is no less powerful than any of them. 
Weights-of-Evidence (WofE) modeling originated from a number of different disciplines ranging from quantitative medical diagnosis for disease prediction, to ecological modeling and to mineral exploration for mineral deposit prediction (Bonham-Carter, 1994). Bonham-Carter exploited the predictive nature weights-of-evidence modeling and applied a spatial component to it through the use of GIS starting with his mineral potential mapping tool called Prospector. 

WofE modeling is a data-driven predictive model (Bonham–Carter, 1994) that differs from other predictive map models that are either knowledge driven and/or prescriptive in nature.  The distinction between a data-driven model and a knowledge-driven model is apparent in that the WofE model relies on objective assessment of input data to “estimate the relative importance of evidence by statistical means” (Bonham-Carter, 1994). Rather than employing knowledge driven subjectivity in populating other similar map models, WofE uses the training data layer to make suitable adjustments to the mechanics of the model itself. The ultimate goal of this form of map modeling is to predict the likelihood of the occurrence of a particular phenomenon (whether it be in other places and/or times) within a certain study area based on one or more layers of evidence.  WofE modeling employs a log-linear form of Bayesian conditional probabilities that requires evidence in the form of discrete map layers and training data to prime the model.

Conditional probability is a form of probability developed by the mathematician Bayes in the 18th century that assesses the probability of a phenomenon occurring based on the presence or absence of another phenomenon. Within the  confines of this paper, we are assessing the probability of a residential break and enter occurring based on the presence or absence of a leading spatial indicator.  The following diagram illustrates the spatial overlap relationships between a map pattern (layer of evidence) and the deposit pattern (training data). The terms “pattern” and “deposit” are terminology drawn directly from Bonham-Carter’s work.
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Figure 2.  Venn Diagram of Conditional Probability

The WofE model starts with what is called prior probability -  the raw probability of a deposit occurring within a study area based on the ratio of area of deposits to the total study area. The WofE model then builds in the conditional probability of each of the layers of evidence and then assesses these layers as to their individual class weights using log-linear manipulation, in conjunction with the training data layer, to produce a final output map called a posterior probability map.  In our example of soil type/tree species overlay analysis, we can expand that to predict, say, the occurrence of a particular pest or parasite (the “deposit”) over the entire study area by what we know from a smaller sampling of known occurrences and the existence or absence of particular soil types and tree species types (the “patterns”). We can determine the prior probability of pest occurrence based on ratio of area of occurrence to total study area. If, for example, our study area is 10,000 square units and the occurrence of pests covers (contiguously or not) 1000 square units, the prior probability would be:

1000 units / 10000 units = 0.1 
or 10% probability. Now, say, for example, we wanted to concentrate on whether the “sandy loam” soil type and the “Douglas fir” tree species type were located in conjunction with each other and the occurrence of some sort of pest. This brings into play two instances of conditional probability that assesses the presence or absence of the pattern and the presence or absence of each type of deposit (soil or tree). These conditional probabilities generate what are called “likelihood ratios” that exist for each unique condition. Given that there are now two layers of evidence in the mix, we now have more than the simple 4 conditions based on one pattern and one deposit. We have two patterns (soil and tree species) and the single deposit (pest). We now need to understand the likelihood of pest occurrence given each combination and permutation of layers. Likelihood ratios are used to determine the various measures of probabilities based on each unique condition. Given a single layer of evidence, a likelihood ratio called a “sufficiency ratio” is a function of probability of pattern and a deposit being present divided by the probability of a pattern being present and the deposit being absent. A similar action is taken to determine the “necessity ratio”, namely, the function of the probability of a pattern being absent while a deposit is present divided by the probability of neither a pattern nor deposit being present. 

These calculations
 are then transformed by a logarithmic function determine the positive weight (W+) and the negative weight (W-) for each class in each layer of evidence. Essentially, the W+ is applied to those areas where the pattern is present in the layer and W- is applied to where the pattern is absent in the layer. Each individual weight for each class is then fed into the final logarithmic transformations in the model to produce the overall posterior probability map based on all layers of evidence and the training data layers used.  

For the purposes of this paper, the layers of evidence will take the form of the identified leading spatial indicators based on, for the most part, proximities to certain physical features within the study area. This brings into play the question of what determines a suitable threshold for each and every one of the layers. If we look at the raw data, we see that the entire study area is within n units of each physical feature deemed to be a leading spatial indicator. This is not a very useful level of input into the WofE model as the each layer will generate a W+ and no W- for the entire study area. Fortunately, there is a simple way around this. But first we must provide some brief explanation of the methodology used to massage the data for analysis within the WofE model.

3. Leading Spatial Indicators as Inputs into the WofE Model

As noted above, several calculations must be made in order to assess posterior probability based in any layers of evidence and any training data layers. I have referred to these data as “layers” due to the fact that the data can be represented in two dimensions in the form of a map. Using a commercial GIS software package (ArcView 3.2 with Spatial Analyst), the requisite transformations were made to raw geographic base data in order to generate layers of evidence based on leading spatial indicators of residential B&Es as defined in this paper. Fortunately, the development of an ArcView 3.2 compatible “Weights-of-Evidence Extension” was prepared by a group led by the very scientist responsible for creating the model as it is being used here. Bonham-Carter’s group at Natural Resources Canada’s Geological Survey of Canada, along with counterparts at the U.S. Geologic Survey, developed this extension and made it freely available over the web at http://ntserv.gis.nrcan.gc.ca/wofe/.  

Given that each and every calculation is automated within the GIS and the WofE extension, the trick in developing a suitable posterior probability map was ensuring that the raw data was formatted in an appropriate manner for further analysis. As stated earlier, determination of suitable thresholds for each layer representing each identified leading spatial indicator was necessary. This was also enabled by the GIS. 

Base geographic data layers supplied to Ottawa Police Service by the City of Ottawa enabled the development of a series of proximity maps based on the noted leading spatial indicators. The proximity maps were developed using ArcView and Spatial Analyst to determine the distance of each discrete 25m x 25m grid of land
 within the study area to each of physical features noted as the roots of leading spatial indicators.  Each proximity layer was then reclassified into 48 equal interval classes that were then fed into the WofE model to generate unique W+ and W- values for each class in each layer. The determination of thresholds comes from using a WofE measure contrast, which is simply the difference between W+ and W- for each and every one of the 48 classes in the layer.  The raw contrast measure is interesting, but Bonham-Carter notes that a more meaningful determination of layer thresholds comes from the enhanced contrast measure called “Studentized Contrast”, which is the contrast of each class divided by the standard deviation of its contrast (Bonham-Carter, 1994). When the Studentized Contrast reaches a maximum, the intersection of this maximum based on the cumulative distance from a feature (based on the ordinal class structure) indicates a suitable threshold for binary reclassification. A binary reclassification of a layer of evidence essentially determines where a pattern is present or where a pattern is absent within the study area. This binary reclassification is repeated for every layer of evidence being used as inputs and W+ and W- are then recalculated for each of the reclassified binary layer and fed into the final posterior probability calculation.  The following illustration brings this process into a clearer light:
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Figure 3. Illustration of W+ and W- for 48 classes plotted with stud C

As is evident in this graphic, as the class number (and distance away from physical feature) increase, the W+ and W- values vary accordingly. We can also see that Contrast varies through the progression of the classes (as distance increases). More explicit is the variation in the Studentized Contrast, stud(C), and how this value peaks at around Class 7. This indicates a suitable threshold for binary reclassification for this layer of evidence. Since the class value is tied to a specific range of proximity for each layer, threshold distance can be easily determined for each layer. 

4. Running the Weights of Evidence Model

4.1.  Data Sources

The area of study encompassed the boundaries of the old cities of Ottawa, Vanier and Rockcliffe. The reasoning behind using this study area was due to the simple reason that digital land use data outside of this area was neither complete nor contiguous. As well, the area within these boundaries represents, in general, the current “urban core” of the new City of Ottawa. While not homogenous in structure, the study area does not contain any large new suburban areas, any large tracts of agricultural land save for the Central Experimental Farm, nor does it contain any overtly rural non-agricultural land uses. As such the study area is 136.1 km2 in size an contains approximately 350,000 residents and approximately 112,000 households (1996 Census of Canada).  Approximately 30% of the study area is comprised of residential land use of various densities.

Of greatest importance is the source and content of the training data layers. Crime occurrence details were extracted from the Ottawa Police Service computerized Records Management System (RMS). These event records reflect each and every residential B&E that occurred within the bounds of the study area during the year 2001. Details extracted included the date and time of occurrence, address, x- and y- coordinates (for spatial referencing), and offence type. This data represents a total of 1851 occurrences for that time period in that area and each occurrence was plotted into a map of the study area. For reasons of privacy, these data will not be included in this report in any detail. This data represents a prior probability of approximately 13% based on the initial calculations for the WofE model. The idea of including significant leading spatial indicators into the model is the goal of improving on the measure of prior probability. A prior probability of 13% is very low – an analyst has slightly more than a 1 in 10 chance of spatially predicting the occurrence of residential B&Es in this study area, based on 2001 training data. If we can run the model in such as fashion what we can improve the maximum posterior probability to exceed 50% to 60%, we have a better than even chance of spatially predicting the occurrence of residential B&Es. 

As noted earlier, base geographic data was sourced from the city of Ottawa and this data was used to generate the proximity layers that define the leading spatial indicators required to generate a meaningful posterior probability map. This section will briefly document the methodology used to generate these proximity maps, and the values generated to determine binary reclassification thresholds for each layer of evidence for input into the model. 

· Proximity to commercial land use – based on 1995 digital land use compiled by the city of Ottawa level. Land uses that included pure commercial, shopping and industrial land uses were included

· Proximity to vacant land use and parkland  - based on 1995 digital land use maps by the city of Ottawa. A discrete “vacant” land use class was already present and extracted.

· Proximity to main thoroughfares – based on city of Ottawa digital street network file current as of January 1, 2002. Main thoroughfares were defined as those roads in the city are considered to be “Regional/County Roads”, “Federal Parkways”, “Transitways” or “Provincial Highways”. 

· Proximity to 4-node intersections (defined later) – based on all streets in the city of Ottawa digital street network file. 4-node intersections were defined as those intersections having a 4-way intersection of 2 or more streets. There were a small number of 5- and 6-node intersections in the study area, as well as 1-node (cul de sacs), 2-node (two streets that butt against each other) and 3-node (t-intersections, for example) intersections.  A separate ArcView extension called “Point and Polyline Tools v.1.2” (http://arcscripts.esri.com/details.asp?dbid=11694) was used to prepare this data into a suitable format.

· Proximity to pedestrian thoroughfares (urban trails) – based on current city of Ottawa digital geographic files – “Trails”

· Land use type by housing density class – based on 1995 digital land use maps by the city of Ottawa – there were 8 unique nominal classes in this layer ranging from “single family detached” class to “apartment > 5 floors” class. 

Each of these layers was run into the WofE model ArcView extension and assessed for suitable thresholds. The following chart summarizes the various statistics for each layer of evidence.  Suitable proximity thresholds for each layer of evidence are detail in the Max stud C column.

Table 1. Statistics for each layer of evidence

Layer
Max Prox
Interval
Max stud C

Commercial
2316m
48m
289m

Trails
1820m
38m
684m

Main Roads
2121m
44m
308m

4-Nodes
1732m
36m
98m

Parks/Vacant
1755m
36m
360m

Res Density*
n/a
n/a
n/a

* no values exist for this layer as Residential Density is a nominal class layer
Therefore, where Studentized Contrast was at its maximum, the binary classification threshold was set at that distance of proximity as defined in the preceding table.  The following are a series of charts and maps for each layer of evidence that were used in the WofE model.
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Figure 4. Map of the Study area and points of uccurrence for 1851 residential B&Es

Each layer was reclassified in ArcView to reflect these binary thresholds. The WofE model was run again against these newly reclassified layers and a new posterior probability map was generated. The following table summarizes the binary W+ and W- values for each layer of evidence based on the preceding thresholds.  The layers are represented as follows:
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Figure 5. Proximity to Commercial Land use / W+, W- , C and stud C chart
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Figure 6. Proximity to Main Roads / W+, W- , C and stud C chart
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Figure 7. Proximity to 4 Node Intersections / W+, W- , C and stud C chart
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Figure 8. Proximity to Vacant  Land/parkland / W+, W- , C and stud C chart
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Figure 9. Proximity to Urban Trails / W+, W- , C and stud C chart



Figure 10. Residential Land Use Density (Nominal Scale) 
Table 2.  Overall W+ and W- values for each layer of evidence

Layer
Threshold
W+
W-

Commercial
289m
0.6519
-0.9411

Trails
684m
-0.1847
0.4748

Main Roads
308m
0.1672
-0.3436

4-Nodes
98m
1.1367
-0.6188

Parks/Vacant
360m
0.1301
-1.14115

Res Density*
n/a
n/a
n/a

*Individual Class weights (W+ and W-) for each residential land use density were calculated separately for each class and do not fit in this chart 

As can be seen in Table 2, individual layer weights varied by layer and by threshold. This is a desired effect in the WofE model.  Notice that the numeric signs of W+ and W- values are reversed for the Trails layer (W+ is a negative number and W- is a positive). This indicates that the spatial relationship is opposite as expected – the pattern/deposit relationship is reversed. Also note the absolute values of W+ and W-. Bonham-Carter states that absolute weight values between 0 and 0.5 are mildly predictive, values between 0.5 and 1.0 are moderately predictive, values between 1.0 and 2.0 are strongly predictive and values greater than 2.0 are extremely predictive. As is evident in the preceding chart, most of the layers show a moderate to strong predictive capability. This is a good indication that the choice of leading spatial indicators that were included in this model were suitable, as were the binary classification thresholds assigned to each layer. 

Results
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Figure 11. Posterior Probability Map (from <1% to 92.6%)
As can be seen in the map showing posterior probability based on these inputs, we see that the posterior probability ranges from a low of less than 1% to a high of 92.6%. This value of 92.6% for posterior probability indicates that we have a greater than 9 in 10 chance of predicting residential B&Es in this study area. This is significantly greater than the 13% prior probability and exceeds our goal of a maximum of around 50%.  Having run some initial tests on random data sets with random thresholds, the greatest posterior probability observed was in the range of 55-60%, only slightly greater than even odds. Although this was not assessed in a scientific manner, we can easily see that using expert knowledge from the literature to define a number of important leading spatial indicators as layers of evidence and using the WofE model to determine suitable binary thresholds for each layer is a useful exercise. We can also see that we have narrowed down the aggregate area that residential B&Es are probable. We moved from an approximate 30% search range (given the absolute extent of residential land use in the study area) to less approximately 10% of the study area if we focus solely on areas with a posterior probability of 50% to 92.6%. Given these results, it seems that the approach taken and the inputs to the model are valid enough to warrant further research. Notably absent in this paper is any reference to the dynamic nature of crime over time, nor is there any consideration of data beyond the scope of 2001. The goal of this paper was to assess the validity of using the WofE model, in conjunction with knowledge gained from the literature regarding meaningful leading spatial indicators to generate a meaningful posterior probability map that can used to predict the occurrence of residential B&Es in this study area. I feel that this goal has been met and the data explored here can be used to further refine and enhance the inputs of the model to include more leading spatial indicators and to include controls for the dynamic nature of crime over time.

The next stage of research will address the question of the consistency of these thresholds for each of the layers of evidence.  It remains to be seen if the thresholds maintain stability using other training datasets. Since land use changes so infrequently in this study area, tests can be devised to measure variation in the maximum values of the Studentized C measures based on varying the number of training points and the temporal scale that various training dataset cover (i.e. weekly, monthly, quarterly). If these values maintain stability, then the model needs not be recalibrated in each and every new analysis scenario. If these values do not remain stable, the thresholds for each of the leading spatial indicators need to be recalibrated for each new analysis scenario. 

Appendix A -  Calculations and Formulae used by the WofE model. Source: WofE User Guide (Bonham-Carter, 1998)

PRIVATE
db = deposits in class

ds = total deposits (less points that occur in areas of missing data)

b = unit cell area class

s = total unit area of theme (less areas of missing data)

unit = unit area

 
b = b / unit

 
s = s / unit

 
pbd = db / ds

See note below1
pbdb = (b – db) / (s - ds)

 
ls = pbd / pbdb

W+:
wp = ls.Ln

variance of W+:
vp = (1 / db) + (1 / (b - db))

s(W+):
swp = vp.Sqrt

 
b1 = (ds – db) / ds

see note below1
b2 = (s - b - ds + db) / (s - ds)

 
lm = b1 / b2

W-:
wm = lm.Ln

variance of W-:
vm = (1 / (ds - db)) + (1 / (s - b - ds + db))

s(W-):
swm = vm.Sqrt

contrast2:
c = wp – wm

s(contrast)2:
sc = (vp + vm).Sqrt

studentized contrast:
stud = c / sc

 
 

priorp (prior probability)1:
Ds / s

lprioro (prior logit):
(priorp / (1 - priorp)).Ln

total (sum of weights):
sum of each wp for each class occurring in a unique condition

totalv (sum of variances of weights):
sum of each vp for each class occurring in a unique condition

lposto (posterior logits):
lprioro + total

posto (posterior odds):
exp(lposto)

postp (posterior probability):
posto / ( 1 + posto)

prp1:
(priorp * (1 - priorp))

vprip (variance of prior probability):
prp1 / totArea

sprip (standard deviation of prior probability):
vprip.Sqrt

sprilo:
1 / ((prp1 * totArea).Sqrt)

vprilo:
sprilo * sprilo

spostp (standard deviation of posterior probability / uncertainty due to weights):
((vprilo + totalv).Sqrt * postp * (1.0 - postp)

ucD2M (uncertainty due to missing data)3:
 

totalUnc (total uncertainty):
(spostp^2 + ucD2M^2).Sqrt
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� All  calculations and formulae used in the WofE model are summarized in Appendix A of this report.


� 25m x 25m is used as a convenient unit of area primarily due to the consistency of this measure to typical property extents in the study area. 
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