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Abstract

     This paper describes the results obtained by using simulation software designed to indirectly determine the predictive value inherent in the geographic information derived from arrest records. The current software evaluates three different geographic filters. These geographic filters were based on the standard distance decay curve (DDC), an incident based distance decay curve and the incident based offender residence probability surface. These filters were rated on their ability to order suspect lists. Both Boundary effects and sub-areal heterogeneities were found to be associated with the standard DDC analysis. The results indicated a high utility value in these filters which would support crime theories based on the premise that criminal activity patterns are systematically influenced by an offender’s geographic setting. These results also have strategic significance in the formulation of policies that prescribe the assembly and processing of suspect lists. 

Introduction

     Attempts to model the journey-to-crime (J2C) process have involved empirical, theoretical and combinational formulations of the problem. In the past, limited data sets of adequate size and/or the lack of availability of powerful and user friendly GIS software prevented extensive spatial analysis of this problem. Empirical formulations have widely 
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*Cite as:  Gore, R.Z., N.J. Tofiluk & K.V. Griffiths, (2002). “The Use and Effectiveness of Distance-Decay Curves and Incident Based Offender Residence Probability Surfaces in Ranking an Offender on a Randomly Generated Suspect List”. Paper presented at the 6th Annual International Crime Mapping Research Conference, Denver, CO, December.  
employed the construction of frequency curves from arrest data. These plots record the number of crime trip distances falling into a series of fixed distance intervals. Because these curves generally show a consistent falling frequency with increasing travel distance they are called Distance-Decay curves (DDCs). The interpretation and merits of using this aggregated data are still debated (Van Koppan & DeKeijser, 1997; Rengert, et al., 1999; Levine, 2000, p 55 & 66).  Attempts to understand the underlying significance of these curves has seen the wide use of theoretical models based on gravity analogs. Smith (1976) used migration rules and intervening opportunity theory within a gravity model. His attempt to improve the correlation between the observed offender flows in Rochester, N.Y. and model predictions by using different opportunity surrogates in place of the standard distance measure.  Rengert (1981) developed an opportunity model that starts with deterministic expressions based on gravity and potential theory analogs which are postulated to describe the journey to crime process. He then used these theoretical results and compared them with empirical observations on burglaries in Philadelphia in order to evaluate the findings of previous investigators and comment on the complexities of the process. The value of theoretical formulations as pointed out by Rengert (1981, p. 196 ) are that they can be adjusted to predict future crime patterns based on expected or postulated changes in the underling controlling factors. Levine (2000, chap. 8) gives an excellent summary of the use of theoretical gravity models as well as fitting mathematical expressions to empirical data. This paper will show that some applications of DDCs have often been based on hidden assumptions probably not generally true. These conclusions obviously have implications for attempts to model the process using gravity models and other variables.  

      A somewhat different empirical approach has been advanced (Gore and Pattavina, 2001) which uses a clustering metric based on offender residences. This method first defines a target neighborhood around the incident or hot spot under investigation. Then a search of the arrest records is made for either all or just similar incidents occurring in that target neighborhood over some period of time. Next the offender residences associated with those incidents are determined.  Lastly, these residences are used to create a contoured point intensity surface whose values are converted to empirical probabilities. As an empirical method, it can be argued that incident based Offender Residence Probability Surfaces (IBORPSs) should have an advantage over the traditional DDCs in that the associated probabilities are specific to the area around the  incident location and not the aggregated sum over a large area that could have a sub-structural or domain (Turner & Weiss, 1963 p.20) character. A domain is a statistically homogeneous sub-area with regard to some metric defined within a larger spatial framework. 

     This paper will introduce the use of an incident based distance decay curve (IBDDC) as a potentially improved distance based J2C metric. This method uses the same logic as that described above for the creation of IBORPSs but, instead of calculating the density of the offender residences, the distances to their respective incident locations are calculated and the results combined as described above for the creation of the standard DDC. The IBDDC potentially can be used with the IBORPS probability measures of offender residence density to obtain a more complete numerical description of the information implicit in the J2C geometry.

Description of the Database and the Computer Software

     The database was supplied by the West Midlands Police and contains all the incidents reported in the city of Wolverhampton, UK during 2001. Wolverhampton is an old industrial city with a population of a quarter of a million people. This study is part of a cooperative effort to improve the West Midlands Police’s FLINTS police intelligence software.

     From the database all incidents for which the offender had been detected were extracted. This list was further condensed by removing all incidents where the journey-to-crime distance was zero. It was felt that, as we are primarily interested in the combined effects of local geography and the friction-of-distance on the offender’s behavior, disputes at the offender’s residence would not be influenced by these factors. This resulted in a list of 7414 incidents. 

     Software was developed to test the relative ability of three geographic filters to improve the position of a suspect on a randomly generated suspect list. These filters were based on the standard DDC, the IBDDC and the IBORPS.

Procedure followed by the computer program for this paper

1. An initial suspect is chosen from the database. It is their associated crime that is assumed to be the crime under investigation. 

2. Nineteen other suspects are randomly chosen from the database.

3. These twenty suspects becomes the suspect list. This list is randomly shuffled 2000 times. This process produces a random list. 

The actual offender by chance could be at the very top of list, the bottom or anywhere in between.

4. This random list is passed through each of the geographic filters which assign a relative probability measure to each suspect based on the location of their residence relative to the incident location. The geographic filters are regenerated before each simulation leaving the actual offender’s residence out of the respective curves or density surface. This procedure results in generation of four separate lists: the original random list and a list from each of the three filters.

5. Steps 2-4 are repeated 24 more times using the same offender but different “other suspects”.

A single simulation in this procedure generates 100 lists. This includes the 25 original random lists, all containing the offender, and an additional 75 lists, 25 for each filter.  Effectively we will be comparing the offender to 475 other randomly chosen suspects. The position of the offender on each group of 25 lists of the same type is averaged. If the randomizing process is true, we know that the offender should average out at 10.5 on the random lists. If an offender’s position on filtered lists is below 10.5 by a significant amount, we can conclude that the filter is implicitly reflecting the existence of geographic information that has predictive value. 

6. Steps 1-5 were repeated 100 additional times producing 101 total simulations. Each simulation is based on a different incident having a different offender. All crime types in the database can be chosen.  

     This process has used no other filters, such as only choosing other suspects who have committed offenses of the same type, to reduce the potential list of suspects. Everyone in the database who had committed a crime in Wolverhampton was considered a potential suspect to be added to the list with the actual offender. This rational is employed to test the proposition as to whether or not there is any systemic relationship existing, based on the employed geographic metrics alone, to preferentially link incident location and offender residence. This link is measured by the average improvement in list position the actual suspect might experience after filtering over the expected random placement of 10.5. If this preferential link exists, it would be supportive of crime theories that maintain that geographic considerations influence criminal activity. 

Analysis of results

Generalized results

     The average for each simulation for each list type was calculated over the 101 simulations (table 1). The average offender position on the random lists was exactly as expected 10.50 with a standard error of 0.128. Each average is effectively derived from the results on 2525 lists, 25 lists for each particular filter type for each simulation and 101 simulations. The average list placement for all three filters (5.29-6.28) was much more than three standard errors away from the expected random position. These results would be expected much less than one percent of the time, if the geographic filters were doing no better than random. The similarity of results from the three filters, each derived from somewhat different geographic assumptions, also suggests that the results reflect a systematic association of incident location and offender residence. It should be emphasized that it is not the list placement improvement of the offender that is the important result of this simulation. That result was totally expected as DDCs and list placements are just two different ways of expressing the same frequency distribution. What the simulation has revealed is a quantitative estimate of the amount of benefit associated with filter use in ordering suspect lists.

     Another measure of relative effectiveness between the filters would be a tally of the number of lists on which the offender showed improvement over the expected random position. The Standard DDC produced improvement on 76 of the 101 simulations. The IBDDC placed 81 of the offenders in improved positions. The IBORPS produced 77 improvements. This result suggests that some additional benefit might derive from devising an empirically defined composite filter combining the attributes of the IBDDC and the IBORPS. 

Implications for Procedures Controlling Suspect List Generation and use 

     If a list of usual suspects is routinely assembled (list can be any length) for every crime and the actual offender is on it, than the application of one of these geographic filters should, on average, significantly improve the actual offenders position on the filtered list. If we assume some average time to investigate each suspect on a list, these results from Wolverhampton suggest that, if the offender is one of the suspects on the list and the investigators work the list in sequential order, a savings in time ranging from 41% (DDC Filter), 43% (IBORPS) to 48.5% (IBDDC) would be achieved over using the random list. In the real world it is unlikely that the offender would be on every suspect list. However, if the offender was, on average, on only one third of the lists, this would bring them to the attention of the investigator 13.7 to 16.2 % sooner. It is important to recognize that this result is of strategic significance and not tactical significance for a single specific crime. For example, randomly the actual offender may be at the very top of a specific list and the application of a geographic filter could move them down. The time savings is an average result that should be expected over fifty or more cases.

     These results suggest additional qualifications regarding the modification of the list and the assignment of list suspects to investigators. If attribute filters are now to be used based on a suspect’s Modus Operandi and description, these must be binary filters resulting only in removal of a suspect from the list based on their failure to meet filter criteria. No sorting filters that reorder the list in any way can be employed. When dividing this list, a card dealing process should be employed. For example, if a list of 80 suspects is to be divided among four investigators, investigator 1 gets the first suspect on the list, investigator 2 gets the second, and etc until the whole 80 suspects have been dealt out. This process gives each investigator a list that benefits from the geographic filtering.
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Boundary and Domain Consequences in the Use of Distance Decay curves

     This study has revealed complexities associated with DDC usage not mentioned in any of the published work known to us. Some debate (Van Koppan & DeKeijser, 1997; Rengert, et al., 1999; Levine, 2000, p 55 & 66) has arisen about how much of the distance decay phenomena based on aggregated data is reflective of individual behavior or how much is an artifact of the method of aggregation. Without elaborating, this work appears to support Rengert’s et al (1999, p.434) conclusion:

 “In other words, while the aggregate-level analysis clearly indicated distance decay, this pattern may not be characteristic of every single burglar (e.g., burglar 6). Yet, the aggregate distance-decay function appears to mimic the majority of the burglars who individually exhibit distance decay in their offending.”

     We would expand this statement substituting the word “offender” for “burglar”. The Distance Decay pattern is evident in curves produced from aggregating the journey-to- crime distance for all crime types over different levels of aerial aggregation. The debate as to how much of the apparent distance decay is reflective of individual behavior and how much is due to the aggregation process is not a critical issue in the application of suspect list filtering for a single crime. No assumption about individual behavior is made or implied. This application interprets the DDC exactly as intended in any usage that assumes that aggregated trials are a measure of empirical probability. 

    The usage of DDCs in serial criminal investigation is tacitly assuming that the probabilities associated with this aggregated frequency distribution assembled from individual crime trips are generally representative of what should be expected if multiple trips by a single individual or corporate individual (gang) could be observed. The major practical issue here is not whether distance decay characterizes individual behavior but whether it is justified to use the empirical probabilities that derive from aggregating individual crime trips over a large jurisdiction as measures of individual behavior in sub-aerial analysis. 

Boundary effects on DDC effectiveness  

     A scatter plot (Fig. 1) of the 101 simulations for the DDC filter reveals the expected characteristics. The filter assigns higher probabilities to persons living closer to the crime with the result that these offenders will place higher (close to 1) on the list.  Offenders who lived far away (over 8000 meters) place nearer the bottom (close to 20) of the list. The black horizontal line at 10.5 is the position that would be expected from a random process. The DDC filter placed 76 of the 101 offender simulations below this random value. This result in itself, of cause, is not surprising as it is simply an alternate means of expressing the probabilities of individual crime trips in Woverhampton and is the justification of using the DDC filter in the first place. However, this plot also reveals an inherent weakness of the DDC filter.  For those, although fewer, offenders who place over 10.5, the DDC filter has actually degraded their position relative to that expected on a random list. 

      As expected, the plot (Fig.1) shows a large tight cluster of offenders in the first 500 meters where the average list placement is below 1.5. Somewhere between 600 and 1000 meters the offender list placement begins to spread out for a given distance.  For offenders who traveled about 3000 m to the incident location, the average list placement varied from about 4 to 15. Similar large variations are seen with decreasing magnitude as the distances increase and the list placement range is restricted by the upper limit of 20.  If this large range is reflective of randomly differing levels of association between a specific incident location and offender residence at distances greater than 3000 meters, then the method would be quit noisy and of little practical value beyond this distance.


Figure 1: X-Y scatter plot of the List placement versus journey to crime distance for the 101 incidents used in the simulation.

     Analysis of the x-y scatter plot (Fig.2) was made by mapping the incident locations near the bottom of the range (below the green line) and those near the top of the range (above the blue line). This map (Fig. 3) reveals that the observed list placement range for a given distance is not mainly noise but is a boundary effect inherent in applying the Distance Decay logic to incident locations. Those locations (Red stars in Fig. 3) that plotted closer to top of the list for a given distance (below the green line in Fig.2) are all on the periphery of Woverhampton. Those locations (green circles in Fig. 3) that plotted closer to the bottom of the list (above the blue line in Fig. 2) are locations near the center of the city. Note that one green dot occurs near the periphery (on the south east side) which has an associated J2C distance of 8112 meters. This point was incorrectly associated but is useful as it is indicative of where the two extreme sets of data begin to remerge against the lower list limit of 20.


Figure 2: Partitioning of scatter plot data into three regions. The bottom range region lies in the area below the green line. The top range region lies above the blue line.

     Once this core-periphery pattern of relative effectiveness of the DDC filter was recognized, its explanation is fairly simple. When DDC logic is employed starting at the incident location, the radius of the medial circle determines a rough estimate of filter effectiveness. In this instance, the medial circle is defined as that circle around the incident location containing 50 % of potential suspect residences. For an incident location on the periphery, the number of  suspects will generally be smaller portion of the suspect pool for any given travel distance and the distance range larger over the whole suspect pool as compared to a location in the center of the city.  This will give the peripheral incident a larger medial distance than an incident location at the city center. The fact that neighborhoods with high suspect densities often asymmetrically occur closer to the city center may accentuate DDC filter effectiveness differences between the core and specific peripheral locations.

     A polynomial curve was fitted to the core and periphery data sets. The core curve crossed the random list placement line at about 3000 meters. The periphery curve crossed at about 5500 meters. Relative to the core locations in Wolverhampton the DDC Filter can be used at peripheral locations to distances 83% greater with some expectation of benefit. The form of the DDC curve, the shape of the aggregating spatial unit containing all of the incidents, and the nature of offender residence distribution will determine the degree of core-periphery effectiveness difference when using the standard DDC filter.


Figure 3: Map showing the two extreme data sets partitioned within the Distance Decay Curve scatter plot in Figure 2. (Core set - Green Circles; Periphery set - Red Stars)

Domain structure effects 

      Experience from many disciplines has found that making the assumption of a homogenous distribution for virtually any characteristic over a large area is very risky. 

Often applications using the standard DDC assume that this curve can be used in connection with a specific incident location to assign probabilities to each of the different potential J2C distances. In the case of serial offender applications (an in-depth review of the literature and history of DDC usage is contained in Rossmo, 2000, particularly, pp. 197-201), this procedure is repeated at each of the crime sites. The continuous band of rings around each crime site can be visualized as the ripples around a stone’s impact on quiet water. In the crime application the circular bands will be of different heights reflecting the probabilities derived in the construction of the DDC from the aggregated individual J2C trips within the arrest database. Every location in the area can be assigned a probability for each crime based on the probability value of the ring that crosses it. The sum of these values at any given location for all the intersecting rings (one ring for each crime location) determines its locational score for that series of crimes. The locations with the highest scores are presumed to be the most likely places from which the offender begins the journey-to-crime. 

     An assumption is often made in the above described application that the DDC generated from information aggregated over the whole jurisdiction is applicable to sub-areas of that jurisdiction. This implies that the offender population is homogeneously distributed with respect to their J2C distance preferences. This uniform application of the standard DDC is rather curious and seemingly atheoretical. It is generally maintained that the standard DDC method derives support from criminal theories such as Routine Activity Theory and Environmental criminology which place emphasis on the unequal distribution of criminal opportunity. The assumption that DDCs can be locally applied uniformly over the whole jurisdiction from which they were derived would seem to be saying in effect that all crime conducive or opportune locations are so ubiquitous within a criminal’s mental map that locational choices are made for reasons not influenced by what effectively has become a geography of uniform opportunity. These crime theories would seem to predict the expectation of significant variations in local J2C characteristics reflective of the heterogeneous geographic patchwork of functionally controlled land use and uneven distribution of offender residence clusters.   In order to test for uniformity in local J2C distance behavior, a local measure of actual J2C distance preferences, the Incident Based Distance Decay Curve (IBDDC, derivation described in the Introduction), is introduced.

     IBDDCs were generated for all 101 incidents in the study. A thorough statistical study comparing each of these curves to the standard distance decay curve to determine the existence and degree of significant difference has not been undertaken. A preliminary rough measure of difference has been employed which compares the median values of the curves. A large difference in medial values is evidence for concluding the curves are different; no difference is not necessarily evidence that they are equivalent. The median J2C distance for the standard DDC was 1654 meters. The median values from the IBDDCs exhibited a large range, varying from 258 to 5195 meters. In addition, the spatial distribution of these median values (Fig. 4) appears not to be random. Distinct medial J2C distance domains appear to exist within Wolverhampton. A domain is a relatively homogeneous sub-area with regard to the variable or variables under examination. The shaded surface in Figure 4 is the density map of all year 2001 offender’s residences. Note that those neighborhoods with high offender densities tend to be associated with lower and more consistent medial J2C distances then seen for the city center or other residential areas. These neighborhoods appear to define distinct J2C distance domains. These high offender density areas that appear to define a specific domain show variations less than 200 meters. Collectively, these high offender residential neighborhoods have average J2C distance values that range from about 300 to 1000 meters. The lower J2C distances for those neighborhoods collaborates the findings of Rengert and Wasilchick (2000, p. 69) where they noted that Burglars tended not to travel into neighborhoods that were perceived to contain gang populations. This study suggests that their observation can be extended to an aggregation of all offense types. The central business district (labeled CBM on Fig. 3) is also a well defined domain having significantly higher values (around 3000 meters) than the residential neighborhoods with high offender populations. There is also some suggestion from the spatial distribution (Fig. 4) that higher value J2C medial distance domains exist in the peripheral areas but that the domain diversity may be large. A great many more simulations will have to be undertaken in the peripheral areas to delineate their domain structure. 

          The lack of homogeneity in IBDDC J2C medial distances suggests that some applications using the standard DDC subjects that analysis to a variant of the Modifiable Areal Unit Problem. In this instance the analysis assumes that an attribute distribution seen within the larger population contained in a large area of enumeration also applies to the smaller populations contained in areal sub-divisions of the larger unit.


Figure 4:  Median distances from Incident Based Distance Decay curves from selected incidents. The underlying density surface is based on all offender residences for incidents committed in 2001.

Effectiveness of Distance Decay curves in a domain structured environment

     The existence of J2C distance domains complicates the problem of estimating the effectiveness of a particular filter. The use of a medial circle (contains half of all offender anchors inside and outside) based on the total pool of possible suspect anchor points has proved not sufficient alone to estimate how effective a DDC type filter will be in a local application.    

     The apparent effectiveness of the standard DDC filter (Table 1), despite the potential problems arising from boundary, suspect residence distributional and domain effects, does not necessarily imply that these factors are of marginal importance. List ordering is a restricted use of the distance-decay concept. As long as we are modeling a steady decline in probability with increasing J2C distance, any steadily declining curve could have been used to order the list. The Wolverhampton DDC showed no lower probability buffer in the interval nearest zero. The first interval (0-250 meters) was the interval  containing the mode. Even a straight line with a negative slope would have obtained much the same result. Position on a list is an ordinal scale metric where only relative position is important. The original DDC probability values are ratio scale values which are effectively converted to ordinal scale values by the process of list ordering.  Any DDC application that depends on the actual magnitudes of the DDC empirical probabilities may be materially impacted by the effects enumerated above.

     The implications of domain structure can be seen in a local analysis of the important Central Business District of Wolverhampton. Twenty-five of the simulation incidents fell within this distinct. This agreed with, depending on boundary definitions, the determination that 21 to 24 % of the 7414 incidents occurred within the CBD. Many of the simulation failures (based on all 101 simulations) to improve a suspects list placement over a random expectation occurred in the CBD. In this very important district, the standard DDC improved the suspect’s list placement on only 11 of the twenty-five lists. The other two filters preformed about the same, the IBDDC produced improvement on 11   lists and the IBORPS on 10 lists. This result indicates that the use of all three filters, on average, somewhat degraded the position of the suspect over what would be expected (improved on 12 to 13 lists) from random lists. Their use in this district would be no better than random and actually slightly detrimental to the investigative process. As regards the Wolverhamption CBD, we must conclude that the geographic restraints inherent in these three filters have no predictive value that can associate incident location with the offender’s residence. This local result clearly contrasts with the overall positive value of filter use over the 101 simulations spread through out the city and indicates the complexities to be expected by the existence of J2C distance domains.

Conclusion

 This work has established the following:

1. On average the three geographic filters analyzed can offer significant improvement in offender placement on suspect lists or in the ordering of mug shots for viewing.

2. A boundary effect exists where distance decay methods tend to be more effective near the periphery of the jurisdiction than in the center. 

3. Sub-areal domains exist with regard to the medial J2C distances associated with locally defined (IBDDC) distance decay characteristics. This finding appears to indicate that significant variations in journey to crime characteristics exist between populations residing in different sub-areas of the larger jurisdiction. These variations would make use of the standard DDC problematic in sub-areal analysis.

4. The significant differences in effectiveness of local neighborhood applications of a particular geographic filter indirectly reflects the degree to which the geography inherent in that filter actually models local criminal behavior. 

This work has suggested the following:

1. An improvement in offender placement on a suspect list may be possible through a composite metric based on an empirically defined equation combining IBDDC and IBORPS metrics.

2. An analysis of the nature of the distribution and boundary characteristics of J2C distance domains may allow the delineation of neighborhoods based on a crime mobility classification scale. These crime mobility neighborhoods would likely be more reflective of the crime dynamic than the arbitrary census track enumeration units now widely used in analysis.  
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